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A Real-Time Transit Signal Priority Control Model
Considering Stochastic Bus Arrival Time

Xiaosi Zeng, Yunlong Zhang, Kevin N. Balke, and Kai Yin

Abstract—Transit signal priority (TSP) strategy gives transit
vehicles preferential treatments to move through an intersection
with minimum delay. To produce a good TSP timing, advance
planning with enough look-ahead time is the key. This, however,
means added uncertainty about bus arrival time at stop bar. In this
paper, we proposed a stochastic mixed-integer nonlinear program
(SMINP) model as the core component of a real-time TSP control
system. The model adopts a novel approach to capture the impacts
of the priority operation to other traffic by using the deviations
of the phase split times from the optimal background split times.
In addition, the model explicitly accounts for the randomness
of the bus’ arrival time by considering the bus stop dwell time
and the delay caused by standing vehicle queues. The SMINP is
implemented in a simulation evaluation platform developed using
a combination of a microscopic traffic simulator and a commer-
cial optimization solver. Comparison analyses were performed to
compare the proposed control model with the state-of-the-practice
TSP system [i.e., ring-barrier controller (RBC)-TSP]. The results
showed the SMINP has yielded as much as 30% improvement
of bus delay compared with RBC-TSP in a single-bus case. In a
multiple-bus case, SMINP handles the bus priority request much
more effectively under congested traffic conditions.

Index Terms—Degree of saturation, mixed-integer nonlinear
model, near-side bus stop, rolling horizon, stochastic optimization,
transit signal priority (TSP).

I. INTRODUCTION

IN MANY major metropolitan cities, transit vehicles serve as
a main public transportation means to move a large number

of passengers efficiently. Transit signal priority (TSP) is very
a cost-effective preferential treatment for transit vehicles, such
as buses, in mixed traffic conditions. A TSP system usually
requires minimal infrastructure upgrades and may quickly in-
crease roadway’s capacity for buses, improve bus travel time,
and improve operation reliability [1].

Different from the signal preemption operations, a priority-
capable signal control strategy cannot unconditionally disrupt
normal signal operations in favor of the priority vehicles. An
effective TSP strategy minimizes the interruptions to other traf-
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fic while attempting to provide priority to the transit vehicles.
In the literature, mathematical models have been proposed to find
optimality for a predefined objective function. Ma et al. [2]
formulated the objective using bus delays, whereas Li et al.
[3] added the auto delays in the formulation. Christofa et al.
[4] multiplied the estimated number of occupants in each type
of vehicles in order to minimize the person delay. He et al.
[5] took a different approach that minimizes bus delays while
maximizing the green times on the phases with higher traffic
demands. These studies all confirmed the fact that the attempt
to reduce bus delay will necessarily increase the delay to other
vehicles, particularly those on the conflicting phases. Many of
these models give the users the ability to assign weights to the
respective traffic flows.

Another key design factor for successful transit priority
implementation is the ability to accurately predict the arrival
time of the bus at the stop bar [6]. Models have been developed
to estimate vehicle arrival times at bus stops or along a corridor
[7]–[9]. Inaccurate predictions would generally result in failed
treatments for transit vehicles. For this reason, models have
been developed to robustly account for the uncertainty of bus
arrival time at the stop bar. A mixed-integer linear programming
(MILP) formulation developed by He [10] explicitly allows
an input of interval arrival time instead of a point arrival
time. Stevanovic et al. [11] also expressed the importance of
modeling randomness in the design of bus priority schemes.

The approaches used in previous studies only allowed the
consideration of the uncertainty of bus arrival time within a
small interval, but large variations of arrival times render great
difficulties in seeking for an optimal solution. Therefore, a
stochastic model needs to be developed to truly account for
the randomness. Few research have considered the stochastic
nature of bus arrival times. Furthermore, the impact of the
stochastic nature on the performance of a TSP strategy is largely
amplified when a nearside bus stop is present. Current practice
typically ignores or circumvents the problem. For example, the
user manual of the ring-barrier controller (RBC) in VISSIM
[12] recommends that a common practice is to place a detector
at the exit of the bus stop to detect the departure of a bus. Such
an approach eliminates the need to consider bus dwell time.
However, this strategy leaves very little time for any control
strategies to implement a good timing plan. Early detection
of a transit vehicle is the key to provide more time to adjust
the signals to provide priority while minimizing traffic impacts
[13]. A need exists not only to be able to capture this impact
of this randomness to the prediction accuracy but also to be to
use this uncertainty to our advantage to devise an expectedly
optimal timing plan.
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In this paper, a stochastic mixed-integer nonlinear program-
ming (SMINP) optimization is developed for real-time TSP
control. The optimization model minimizes the deviation of
green time from optimal background green time, as a proxy
to the impacts of the priority timing on nontransit vehicles.
Meanwhile, the arrival time of the bus at both the nearside
bus stop and the stop bar is formulated using the deterministic
queuing model as a function of dwell time. The formulation
allows the mathematical model to explicitly minimize the bus
delay due to not only signal timing but also vehicle queues.
A rolling optimization scheme for handling of multiple buses
is developed to enable the real-time capability of the control
system.

II. METHODOLOGY

A. Two-Stage Stochastic Programming

A stochastic mathematical program [14], [15] finds an opti-
mal solution to a problem by explicit modeling of the uncer-
tainties of input parameters. This technique has been applied
in many areas, including vehicle routing [16], fleet assignment
[17], and production planning [18].

In its simplest forms, a stochastic program typically consists
of two stages, each of which can be thought of a particular
timeline in a decision-making process. Stage one is the “now”
stage that corresponds to the time that one has to make a
decision on a set of decision variables. Let x denote an n1-
element vector of first-stage decision variables. All parameters
associated with x are collected prior to decision making and
can be deterministically formulated in the “now” stage. Stage
two is the “future” stage that represents processes that would
occur after the decision-making process. Because these “future”
processes have not been observed yet, these parameters are
inherently random and may take a variety of values when the
future unfolds.

Every “now” decision x has consequences on the future
processes. For every “now” decision that is incompatible with
the “future” process, one pays a “cost.” This cost is generally
termed as the recourse cost, quantified by the second-stage de-
cision variables. Let z denote an n2-element vector of second-
stage decision variables. If we can summarize the recourse costs
as a function of the “now” decision and the “future” processes
[which is called a recourse function, denoted as f(x, ω̃)], then
we can find the best “now” decision that minimizes the recourse
costs under all “future” scenarios. Here, we present a generic
mathematical description for a two-stage stochastic program
model as in the following:

Min cTx+ E [f(x, ω̃)]

Stage 1 : s.t. Ax ≥ b

x ≥ 0 (1)

where c, A, and b are parameters with known values at the
timing of decision making, whereas ω̃ is a random parameter
defined on a probability space (Ω, F, P ). f(·) is the recourse
function that gives the penalty of a selection of a second-
stage decision variable on the first-stage objective function. E[·]

denotes the expectation function. For a given x and an outcome
ω ∈ Ω, the recourse function can be written as

f(x, ω̃) = Min qT z

Stage 2 : s.t. Wz ≥ r(ω)− Tx

z ≥ 0 (2)

where q, W , and T are parameter matrices that do not vary
according to the realization of scenario ω, whereas r is the
parameter matrix that does vary for scenario ω. For interested
readers, Birge and Louveaux [19] provided an excellent intro-
duction to the fundamentals of stochastic programming.

B. Formulations for TSP

In a TSP control system, advance planning is the key to
any successful strategies. Once detected upstream, the signal
control system may need to decide if timing adjustments will be
needed to prepare for the arrival of a priority vehicle. However,
the arrival time of the bus is not certain, and the decision for
a certain timing to be implemented “now” may or may not be
consistent with the actual bus arrival time in the “future.” It
is easy to compute the extra bus delay that would occur if we
choose a timing that is inconsistent with the actual bus arrival
time. Therefore, the bus delay can be thought of the recourse
cost, which is a function of the “now” decisions of signal timing
and the “future” bus arrival time. Following this logic, we can
build a stochastic two-stage SMINP for a typical TSP problem.
We define all the variables first.

1) Variable Definitions
Sets
J set of all phases;
K set of cycles within the planning horizon;
Decision variables
tjk start time for phase j of cycle k;
gjk green time for phase j of cycle k;
vjk split for phase j of cycle k;
yjk deviation of green time on phase j of cycle k from

optimal green time;
dj priority delay of a bus requesting for phase j;
djk queue delay for the bus requesting phase j of cyclek;
θjk priority service decision for a bus at phase j of cyclek;
Parameters
C cycle length;
cjk weight for green deviation of phase j of cycle k;
Y , R yellow time and red clearance time;
Vjk average flow rate for phase j in cycle k;
Sj saturation flow rate on phase j;
Xjk degree of saturation for phase j;
g′jk background green time for phase j of cycle k;
gjk,min minimum green time for phase j of cycle k;
Ddwell dwell time at the bus stop;
BRj time within a cycle that a bus arrives on phase j;
BRj projected bus arrival time on phase j excluding pos-

sible delays;
BRjk latest time to start green on phase j of cycle k with-

out causing queue delay to the bus on cycle k.
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2) First-Stage Objective Function: The first-stage objective
function is the overall objective function that considers the ex-
pected recourse cost computed from the second-stage objective
function. Let t and v be the vectors of start times and splits of
all phases respectively, and B̃R be the vector of unknown bus
arrival times. The overall objective function can be formulated
as follows:

Minimize :
∑
k∈K

∑
j∈J

cjky
2
jk + E

[
Q(t,v, B̃R)

]
. (3)

The first term is the sum of the nonexpanding changes in
green times. Given a fixed cycle length, the green time of a
phase has a monotonical inverse relationship with the average
delay on that phase, and reducing the green time necessarily im-
plies nondecreasing vehicular delay. Hence, the deviation can
be used as a proxy to the phase delay. One immediate benefit is
to eliminate the need of explicitly writing out a second-order
delay formulation. Additionally, even if a quadratic function
is imposed on, i.e., yjk, to penalize higher deviation values,
the objective function will remain positive semidefinite as long
as the coefficients are nonnegative. This results in a convex
program that can be easily solved by any standard commer-
cialized solvers. The second term is the expected delay of the
priority request, which is a piecewise linear function of the
signal timing. In sum, the optimality of the overall objective
is found at the signal timing that cuts down the most bus delays
while deviates the least from the timing that is optimal for the
general traffic.

Each weight on the first term cjk determines how much one
phase should be penalized when compared with another phase.
In effect, the weight parameter controls the distributions of
priority needs in terms of seconds among all the conflicting
phases. The weight parameter can be formulated as a function
of the congestion level on each phase. The idea is that phases
that are more congested shall deviate less from the optimal
green time compared with those less congested phases.

3) First-Stage Constraints: The formulation in this stage
shall realistically model the behavior and the characteristics
of the signal controller in question. Head et al. [20] proposed
a precedence relationship to model the standard ring-barrier
signal timing structure. Later, He et al. [5] applied the frame-
work to develop a deterministic priority model that minimizes
the delay of priority requests. We applied this precedence
framework in the formulations of the first-stage constraints.

Constraints in the first stage are mostly defined for the
precedence relationships of all phases of all look-ahead cycles
within the planning horizon. The validity and illustration of the
precedency are clearly documented in [5] and [20]. The phase
relationships are formulated as follows:

t1,k = 0; ∀k (4)

t2,k = t1,k + v1,k; t3,k = t2,k + v2,k; t4,k = t3,k + v3,k

t6,k= t5,k + v5,k; t7,k= t6,k + v6,k; t8,k= t7,k + v7,k ∀k
(5)

t1,k = t5,k; t7,k = t3,k; t6,k = t2,k ∀k (6)

t4,k + v4,k = kC k = |K| (7)

vjk = gjk + Y +R ∀j,∀k (8)

gjk ≥ gjk,min ∀j,∀k (9)

tjk, gjk, vjk ≥ 0 ∀j,∀k. (10)

This formulation explicitly models the ring-barrier control
structure [21], which is widely used in North America. Con-
straint (5) defines the timelines and sequences of all the phases
in both rings. Constraint (6) indicates which phases are serving
as barriers. Constraint (7) defines the end time of the planning
horizon as a multiple of cycle length. This would allow the
optimization get back to the normal cycle start time if the
intersection is a part of a coordinated corridor. The minimum
green requirement is defined in constraint (9).

Given the average saturation flow rate for a phase Sj , the
average flow rate Vjk for the phase in cycle k, and the effective
green time gjk and cycle length Ck for each cycle, one can
ensure the degree of saturation for the phase Xj over the
planning period to be less than the maximum allowable value,
i.e., Xc, as follows:

Xj =

∑
k∈K VjkCk∑
k∈K Sjgjk

≤ XC ∀j. (11)

Note that inequality (11) only restricts the overall degree of
saturation of a phase Xj but not Xjk. This implies that, if the
green of phase j in one cycle k is too short (e.g., rendering
oversaturation), then the green for the same phase in the other
cycles within the planning cycles has to be long enough to clear
the excessive queue from cycle k. This formulation renders
additional flexibility in adjusting the timing in favor of the
transit bus, but the resulting temporary oversaturation may have
an undefined behavior. One of the most infamous consequences
is left spill back or blockage [22]. To avoid undefined behaviors,
additional constraints can be imposed to ensure that the mini-
mum green time for a phase has to meet the maximum degree
of saturation at every cycle. All the above inequalities jointly
define the limits for timing adjustment.

It is equally important to characterize how the control system
behaves. Constraint (12) defines the deviations of new green
times gjk from optimal background green times g′jk{

yjk ≥ g′jk − gjk
yjk ≥ 0

∀j,∀k. (12)

The two inequalities effectively dictate that only the positive
deviations are penalized, and any increase in gjk from g′jk has
no direct costs to the objective function. However, it should be
noted that, given a fixed planning horizon and the precedence
relationship, the expansion of a phase necessarily leads to the
compression of the conflicting phases given a fixed length of
planning period. Therefore, the expansion of a phase is possible
only to the degree that it does not compress other phases beyond
acceptable ranges.

4) Second-Stage Objective Function: For given t, v, and
a number of random events ω ∈ Ω, recourse function Q(·)
is deterministically computable. With a well-defined discrete
probability space (Ω,F , P ), the expectation can be evaluated
by E(Q) =

∑
ω∈Ω p(ω)Q(ω). For a given discrete random
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event ω, the second-stage recourse function of a classical two-
stage stochastic program can be formulated as follows:

Q(t,v, BRj(ω)) := min
∑
j∈J

ojdj . (13)

BRj(ω) represents a realized bus arrival time out of all the
possible arrival scenarios in Ω. For notational convenience, ω
is omitted from further discussions. dj denotes the delay to the
priority request placed on phase j, which is a function of the
bus arrival time and current signal timings. The weight ojn of
the priority delay determines the level of priority for a bus. This
priority can be formulated based on need, for example, as a
function of the bus passenger loads or bus schedule lateness.

5) Second-Stage Constraints: The constraints in the second
stage mostly involve in the computations of bus priority delay

BRj ≥ tj,k−1 + gj,k−1 − (1 − θjk)M ∀k ∈ K \ {1}, ∀j
(14)

BRj ≤ tjk + gjk + (1 − θjk)M ∀k,∀j (15)∑
k∈K

θjk = 1 ∀j (16)

θjk = {0, 1} ∀j,∀k (17)

where θjk is a binary variable that indicates in which phase and
cycle the bus will be served. If a bus arrives after the end of
phase j of cycle k − 1 [i.e., inequality (14)] and before the end
of phase j of cycle k [i.e., inequality (15)], θjk is one for phase
j of cycle k. For all other cycles, θjk are zeros. M is a large
constant that can be set as the end time of the planning horizon
(i.e., |K|C).

Assuming no delays caused by vehicle queues dissipating
before the bus, the delay to the bus is simply dj = max{tjk −
BRj , 0}. If the bus is to be served at phase j of cycle k, then
θjk = 1. This can be expressed as

dj ≥ tjk −BRj − (1 − θjk)M ∀j,∀k (18)

dj ≥ 0 ∀j. (19)

The formulation to compute priority delay via constraints
(14)–(19) is for a single bus. Extension to multiple buses can
be easily done by adding a separate set of these constraints for
each additional bus to be considered.

C. Computation of Queue Delay

A critical issue arises when it comes to determining the
arrival time of the bus BRj at the stop bar. Current practice
generally assumes a constant travel time from the detection
time of the bus. However, when a nearside bus stop is present,
buses may interact with standing queues, which complicate the
estimates of precise bus arrival times.

Fig. 1 illustrates a possible bus trajectory when the bus is
approaching the intersection with a nearside bus stop. It is not
unlikely that a bus needs to stop as many as three times at
an approach with a nearside bus stop, even under unsaturated
traffic conditions. To develop a robust optimization scheme,

Fig. 1. Projected and actual bus trajectories for nearside bus stop configura-
tion. A bus first encounters a queue before it stops for service at a bus stop, and
then it dwells for a time long enough only to catch the backward forming queue
again after it exits the bus stop.

the computation of priority delay needs to consider the bus
interactions with vehicle queues and the bus stop. For all
practical purposes, it is assumed that vehicle arrival rates are
constant, acceleration and deceleration for bus are negligible,
and the bus dwell time is known.

First of all, recognize that the summation of all stopping
time minus the dwell time is the queue delay time, which is
controllable through the start and end times of phase j. Let
the projected arrival time of the bus under free-flow conditions
be BRj , which can be calculated with the location of the bus
and its running speed. Denote djk as the queue delay on cycle
k for the bus requesting phase j. In addition, let Ddwell be
the dwell at the bus stop. The actual bus arrival time BRj =

BRj +Ddwell +
∑|K|

i=1 dji. Replacing the arrival time of the
original formulation [see inequalities (14) and (15)], we get

BRj +Ddwell +

|K|∑
i=1

dji

≤ tjk + gjk + (1 − θjk)M ∀k,∀j (20)

BRj +Ddwell +

|K|∑
i=1

dji

> tj,k−1 + gj,k−1 − (1 − θjk)M ∀k \ {1}, ∀j.
(21)

Further let BRjk be the latest time to start phase j green of
cycle k so that there would be no queue delay on cycle k for the
bus. To compute BRjk, one needs to find the bus trajectory and
the end of queue trajectory in the time–space diagram. Then,
one can easily compute BRjk from the intersection of two
trajectories and the assumed saturation flow rate. The priority
delay with consideration of queue delay is then computed as

dj,k−r ≥ tj,k−r −BRj,k−r − (1 − θj,k−r)M

∀j,∀k \ {1, . . . , r}, ∀r ∈ {0, . . . , |K| − 1} (22)

dj,k−r ≥ 0 ∀j,∀k \ {1, . . . , r},
∀r ∈ {0, . . . , |K| − 1} (23)

dj =
K∑

k=1

djk ∀j. (24)
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Fig. 2. General architecture of the simulation evaluation platform.

Minimizing the overall bus delay due to queue dj will result
in minimal queue delays in all cycles. In addition, this means
that, except k = 1, all BRjk will be dependent on all djk from
previous cycles. This implies that if |K| is large, the number
of constraints will increase exponentially. Fortunately, |K| is
generally small.

III. REAL-TIME EVALUATION PLATFORM

A. System Architecture

A simulation platform is developed to implement the pro-
posed SMINP model and to evaluate its performance against
current state-of-the-practice TSP-enabled signal control sys-
tem. The platform is coded and complied using the Microsoft
Visual Studio C++ compiler. Fig. 2 illustrates the general
architecture of the simulation platform, which consists of the
following three main modules:

• simulation: the PTV VISSIM [23] traffic simulator and a
fixed-time vehicle actuated programming signal controller.

• optimization: the IBM CPLEX [24] solver through the
CPLEX Callable Library.

• signal control: self-developed C++ functions to implement
the optimized timing splits.

The signal control module serves as the primary link between
the simulation and the optimization modules. The control mod-
ule extracts vehicle information from the simulation model to
feed to the optimization module. After an optimization session
is completed, the control module implements the optimized
timing splits by placing force-off and hold commands to the
signal controller in VISSIM. The use of the force-off and the
hold commands allows the system to be easily extendable to
any other types of signal controllers.

Optimization is the core module where the model for a TSP
strategy is designed. Upon receiving the bus data and the signal
timing data from the controller, the optimization module first
formulates an initial SMINP model with only one stochastic
scenario. The module then reformulates the SMINP model into
its deterministic equivalent program (DEP) by enumerating all

Fig. 3. Rolling optimization scheme. The arrival information BR
n
j for bus n

is available only after its detection before the point of optimization. The point
of optimization is the time instance the SMINP optimization will be conducted.

possible combinations of stochastic scenarios. In this paper, the
number of buses arriving at a given short-term period (i.e., two
cycles) is small, i.e., no more than three. With a small number
of discretized outcomes for each bus, the size of the DEP is still
manageable and it can be solved quickly.

B. Rolling Optimization for Real-Time Control

Real-time capability is an important design factor for any
online signal control system with TSP. In order to achieve this
capability, the system needs to be able to continuously optimize
and implement new timings at any point on a time horizon for
multiple bus arrivals.

In our research, the rolling optimization scheme is imple-
mented in the control system, as illustrated in Fig. 3. When
bus one arrives, an optimization is done based on the optimal
background timing. The new timing will have to be used as
the background timing for the second bus arrival. The process
continues until no more bus arrival before the end of the
affected period, i.e., the timing reverts to normal.

IV. SIMULATION EVALUATION

A. Test Intersection and Test Scenarios

The SMINP with optimized background timing was then
applied to a hypothetical four-leg intersection, as shown in
Fig. 4. Three routes were setup for different testing scenarios.
Route 1 enters from the eastbound approach, encountering a
nearside bus stop at about 60 m (196 ft) from the stop bar.
Route 2 enters from the northbound approach and a bus stop
located roughly 80 m (261 ft) from the stop bar. Route 3
travels northbound and exits westward without any bus stops.
It is assumed that the intersection is equipped with wireless
communication equipment that can detect the presence of the
approaching bus and obtain information related to the bus
speed, current location, and possibly most updated dwell-time
data maintained by the transit agency.

Table I shows the setup of three congestion levels represented
by the volume-to-capacity (V/C) ratios. All splits are optimized
in SYNCHRO [25] with the respective volume levels. The
dwell time is assumed to be discretely uniformly distributed
with possible outcomes of 20, 30, and 40 s.

B. Calculating Weight for Deviations

The first-stage objective function controls the balance be-
tween the phase green time deviations and the bus delay. The
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Fig. 4. Hypothetical intersection with nearside bus stops for model testing.
The dwell distributions for buses 1 and 2 are discretized uniformly among 20,
30, and 40 s, each of which has a probability of occurrence of 0.33. Other
probability distribution is possible if information available.

TABLE I
PARAMETER SETUP FOR SIMULATION EVALUATIONS

weighting factor of a phase determines the relative importance
of this phase compared with others. It is reasonable to penalize
more on the phase that is more congested, which can be
quantified using a function of the degree of saturation. In this
paper, we compared four different such functions as follows:

Weight 1 : cjk =
Xjk∑
j∈J Xjk

(25)

Weight 2 : cjk =
Xp

jk∑
j∈J XP

jk

, where p = |J | (26)

Weight 3 : cjk =
1/(1 −Xjk)∑

j∈J
∑

k∈K 1/(1 −Xjk)
(27)

Weight 4 : cj =
1/(1 −Xj)∑
j∈J 1/(1 −Xj)

where Xj =
Vj

∑
k∈K Ck

Sj

∑
k∈K gjk

. (28)

First of all, one shall notice that each weight is normalized by
the sum of all weights. Normalization ensures that the weights

Fig. 5. Comparisons of weight formulations. PC-NT denotes the delays
averaged over only the vehicles on phases conflicting with the priority phase.
PC-All denotes the delay averaged over all vehicles excluding buses.

only dictate the relative importance among different phases but
not affecting the relative importance between the total phase
deviations and the bus delay.

Weight 1 and Weight 2 base the importance of each phase
directly on the values of the degree of saturation. However,
they do not recognize the boundary conditions when traffic
conditions significantly degrade from under- to oversaturation.
Weight 3 and Weight 4, alternatively, use the reciprocal of the
slack in congestion before reaching the boundary condition.
Weight 3 may become nonpositive if the degree of saturation is
equal to or larger than 1. Weight 4 rectifies the problem by com-
puting the degree of saturation over the entire planning horizon.
This also ensures that any oversaturation (i.e., Xjk > 1) is only
temporary and will be recovered before the end of the planning
horizon. Weight 4 requires minor modifications on the original
objective function as the first term is changed from yjk to yj

Minimize :
∑
j∈J

cjy
2
j + E

[
Q(t,v, B̃R)

]
(29)

and it subjects to one additional constraint for each phase

yj =
∑
k∈K

yjk. (30)

Fig. 5 shows a comparison of the performance of all four
weight formulation options under the same network and traffic
condition setups. In general, their ability to give priority to
buses under various traffic conditions is very comparable. How-
ever, Weight 3 and Weight 4 seem to give the lowest impact on
general traffic under low to medium degree of saturation levels,
while Weight 1 and Weight 4 are less disruptive to general
traffic on the high degree of saturation level. Weight 4 appears
to be the most robust because it consistently performs above
average to the best over all traffic conditions.

C. Level of Bus Priority

The weight of the priority delay ojn is a crucial factor that
allows the user to define the level of importance for a priority
bus request. Different values of this weight (i.e., priority coef-
ficient) may change the outcome of signal timing. For all three
congestion levels, we varied the ratio of the priority coefficients∑

j,k ojk/
∑

j,k cjk from 0.1 to 10 at an increment of 1. Only bus



ZENG et al.: REAL-TIME TSP CONTROL MODEL CONSIDERING STOCHASTIC BUS ARRIVAL TIME 1663

Fig. 6. Impact of priority setting on bus and PC delays. PC-NT denotes the delays averaged over only the vehicles on phases conflicting with the priority phase.
PC-All denotes the delay averaged over all vehicles excluding buses.

route 1 is active, and the bus arrival headway is set to 5 min. Five
random simulation seeds are used across all priority scenarios.

Fig. 6 illustrates the general trend of the bus delays and
the passenger car delays with respect to different levels of
priority. As expected, the increase in the priority weights for
the bus decreases its delay and increases the delay for traffic
on conflicting phases. The decrease in bus delay is particularly
notable when V/C is at 0.5; the decrease is most significant from
0.1 to 1, and then delay continues to decrease slowly as the
priority coefficient increases. At this congestion level, the signal
timing can be significantly adjusted to accommodate the bus
priority without considerably impacting other traffic. However,
as the intersection gets more congested, the impact of adjusting
signal timing on the general traffic becomes more significant.
This is manifested by the jump of nontransit passenger car (PC)
delay from 52 to 56 when the level of priority increases from
0.1 to 1 at the highest V/C level. Another remarkable feature of
the program is the ability to recognize the level of congestion
automatically by restricting the amount of changes of the signal
timing. For example, when V/C = 0.7, the decrease in bus
delay levels out at about 4 or 5; when V/C = 0.9, the valley of
bus delay comes much earlier at around 1. These indicate that
the program will automatically cap out the maximum priority
allowed to a bus priority request depending dynamically on the
prevailing traffic conditions.

D. Control Systems in Comparison

Using the RBC feature in VISSIM [12], we compared the
proposed model with traditional TSP operations in a standard
traffic signal controller. The RBC uses a pair of check-in
and check-out detectors to enable its TSP feature. Upon the
detection of a bus at the check-in detector, a constant travel time
with a constant slack time is applied to estimate its arrival time
interval at the stop bar and performs either green extension or
red truncation. With a nearside bus stop, the check-in detector
is placed at the bus stop [12] to avoid accounting for the
randomness in dwell time.

The RBC-TSP and the SMINP are compared with the base-
line fix-time–do-nothing control strategy. To compare these
three control types on fair ground, fixed cycle splits are im-
plemented in the RBC controller as well. Five random seeds
are simulated for each of the volume and arrival frequency
combination. A fixed priority coefficient (i.e., 5) for the SMINP
was used for all cases.

Fig. 7. Percent change in vehicle delays for RBC and SMINP versus fix time
control under single bus arrival scenario.

E. Simulation Evaluation for Single Bus Line

Assuming that only bus route 1 in Fig. 4 has regular arrival
at the intersection, we tested two arrival frequencies under all
three congestion levels shown in Table I. The bus headways for
both frequency scenarios are larger than the planning horizon
(i.e., two cycles of 110 s). This implies that there will be
no overlapping period between two consecutive optimization
sessions. Therefore, the impacts of priority services are inde-
pendent from one another.

Fig. 7 illustrates the changes of vehicle delays compared
with the baseline fix-time control for each combination of
volumes and arrival frequencies. It is shown that both RBC-TSP
and SMINP give signal priority to the bus, resulting in much
lower bus delay across all scenarios. The SMINP generally
renders lower bus delay compared with the RBC-TSP at all
scenarios. In some scenario, the difference is as large as 30%
improvement from the RBC-TSP and 60% improvement from
the baseline do-nothing scenario. This means that the proposed
model was able to better capture the bus arrival time and
adjust the timing to favor the bus more. Another reason for the
significant improvement is due to the ability of the proposed
model to plan ahead. The optimization was done at the time the
bus was detected before the bus stops, whereas the RBC-TSP
only performs adjustment of signal timings for the bus at the
time it is leaving the bus stop. There are about 30–50 s more
time for SMINP to adjust the timing. The benefits of this are
that not only the bus delay has reduced significantly but also
the disturbances to other traffic are comparable or smaller.
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TABLE II
VEHICLE DELAYS BY CONTROL TYPES FOR

SINGLE BUS ARRIVAL SCENARIO

On the other hand, the SMINP is much more responsive
to the expected traffic conditions than the RBC-TSP. This is
especially evident at high-volume conditions (i.e., V/C = 0.9).
At this volume level, when the bus arriving less frequently, the
delays of traffic on nontransit phases are about 8% better than
the RBC-TSP. When a bus arrives at about 5-min interval, the
delays to nontransit vehicles have increased to about 18% more
than the baseline fix time control, whereas the SMINP main-
tains only about 7% increase from the baseline. The ability to be
responsive to the traffic condition is because the mathematical
model uses the normalized degree of saturation for each phase
to spread out the total number of seconds across all phases in
the planning horizon to satisfy the bus priority needs. In this
way, the start time of the phases may significantly change, but
the duration of the phase tends to be kept at their optimal values.
The result is a much improved bus delay with a much less cost
to the traffic on its conflicting phases. The delay values of all
the compared scenarios are shown in Table II.

F. Simulation Evaluation for Multiple Bus Line

Assuming that more than one bus route runs through the
intersection regularly, we varied the number of conflicting bus
routes (i.e., two and three) under all three degrees of saturation
levels, as shown in Table I. The headways for bus routes 1, 2,
and 3, as shown in Fig. 4, are set to 5, 6, and 8 min, respectively.
Consequently, in any one scenario, the timing optimization
process for one priority service is inevitably affected by the

Fig. 8. Percent change in vehicle delays for RBC and SMINP versus fix time
control under multiple bus arrival scenarios.

timing changes for another priority service request. Therefore,
the impacts of priority services are dependent from one another.
In these complicated cases, the rolling optimization scheme has
to be deployed to ensure that the priority signal control can be
performed continuously.

In particular, the SMINP model in this experiment used the
rolling optimization method. The priority level for each route
is set to 5, 3, and 2, respectively, such that route 1 has the
highest priority and route 3 has the lowest because it is a cross-
street left-turn phase. Routes 1 and 2 have to come to a stop
at their respective bus stops before arriving at the stop bar,
whereas route 3 does not need to stop at any bus stops. The
dwell time for both routes 1 and 2 follows the same discrete
uniform distribution with equiprobable outcomes of 20, 30, and
40 s. A rule was applied in the system to prevent the rolling
optimization from continuing indefinitely. The rule ignores all
the priority requests after the dynamic planning horizon being
extended to 10 cycles or more. After the timing recovered back
to the background optimal timing at the end of the 11th cycle,
new priority requests will be considered.

Fig. 8 illustrates the changes in vehicle delays in terms of
percentage when comparing the RBC-TSP and SMINP controls
with the fixed-time control, and Table III shows the absolute
delay values. From the figure, several interesting observations
can be drawn immediately. First of all, the RBC-TSP is slightly
better than SMINP in terms of nontransit phase delay and over-
all PC delay in low to medium degree of saturation levels when
only routes 1 and 2 are running. In all the other cases, the RBC-
TSP underperforms the SMINP. In particular, when V/C = 0.9,
the RBC-TSP has failed to maintain the impacts of the priority
service to an acceptable level, yielding 50%–110% increase in
terms of overall PC delay and 40%–70% increase in terms of
nontransit phase delay. This is because, in high V/C cases, the
RBC-TSP has no mechanism to capture the intensity of traffic
therefore to dynamically underplay the importance bus priority
requests in real time. It is possible, in an offline setting, to fine-
tune some of the RBC-TSP settings [12] such as the priority
min green and recovery min green. However, even by doing
this, numerous settings need to be refined in order to adjust the
RBC-TSP setting in response to the changing traffic conditions.
On the contrary, the SMINP can intelligently recognize the
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TABLE III
VEHICLE DELAYS BY CONTROL TYPES FOR

MULTIPLE BUS ARRIVAL SCENARIOS

degree of saturation for each phase, and it automatically finds
the balance between the general traffic and the buses in real time
for multiple bus routes.

V. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we have proposed an SMINP model for the
development of a real-time TSP control system. The model
proposed a novel approach to capture the impacts of the priority
operation on other traffic by using the deviations of phase
split times from optimal background split time. In addition, the
stochastic formulation explicitly models the randomness of a
bus’ arrival time to the stop bar, which is most evident when
a nearside bus stop is present. The proposed model not only
captures the random dwell time of the bus at the bus stop but
also accounts for the interactions of the bus with the passenger
car queue and is able to minimize the delay to the bus caused
by signal timing and the vehicle queue.

The SMINP is implemented in a simulation evaluation plat-
form developed using a combination of a microscopic traffic
simulator and a commercially available optimization solver. A
numerical experiment to evaluate the effects of priority weight-
ing factor was conducted on a hypothetical intersection with
eight phases and running on a fixed cycle. The results indicated
that the user could adjust the priority to the bus by solely
changing the priority weighting factor from 0.1 to 10. It also
showed that the model has the ability to prevent the user from
using a priority level that is too high to cause oversaturation to
the intersection.

Comparison analyses were then performed to compare the
proposed control model SMINP with a standard TSP technique.
Both control models are compared with the fixed-time–do-
nothing approach using the same hypothetical intersection in
a simulation environment. In the case of no competing bus
routes, the SMINP resulted inasmuch as 30% improvement
of bus delay in low to medium congestion conditions. The
comparison also indicated that the SMINP model can recognize
the level of congestion of the intersection and automatically
give less priority to the bus to minimize impact to the traffic on
conflicting phases. In the case when there are three competing
bus routes, SMINP handles multiple bus priority much better.
The SMINP automatically adjusts the relative importance of
bus priority without the need to manually change the priority
weighting factor, and it provides more balanced timings for
both bus and the general traffic.

An interesting future direction is to extend the stochastic
formulation to multiple intersections. Corridor-level priority is
more useful than single intersection level. A branch-and-cut
algorithm based on a disjunctive decomposition technique [26]
may be needed to provide optimal solutions.

Another possible extension is to integrate the model with
an adaptive signal control system where additional information
about the development of vehicle queues at an approach can be
estimated in real time. The additional information relaxes the
assumption about constant vehicle arrival and further improves
the ability of the SMINP to predict the arrival time distribution
of the bus to the stop bar.

REFERENCES

[1] Transit Capacity and Quality of Service Manual, 2nd ed. Washington
D.C., USA: Transportation Research Board, 2003, Kittleson & Associate,
KFH Group Inc, Parsons Brinckhoff Quade & Douglass et al.

[2] W. Ma, Y. Liu, and X. Yang, “A dynamic programming approach for op-
timal signal priority control upon multiple high-frequency bus requests,”
J. Intell. Transp. Syst., vol. 17, no. 4, pp. 282–293, Nov. 2013.

[3] M. Li, Y. Yin, W.-B. Zhang, K. Zhou, and H. Nakamura, “Modeling
and implementation of adaptive transit signal priority on actuated control
systems,” Comp.-Aided Civil Infrastructure Eng., vol. 26, no. 4, pp. 270–
284, May 2011.

[4] E. Christofa, I. Papamichail, and A. Skabardonis, “Person-based traffic
responsive signal control optimization,” IEEE Trans. Intell. Transp. Syst.,
vol. 14, no. 3, pp. 1278–1289, Sep. 2013.

[5] Q. He, K. L. Head, and J. Ding, “PAMSCOD: Platoon-based arterial
multi-modal signal control with online data,” Transp. Res. Part C, Emerg-
ing Technol., vol. 20, no. 1, pp. 164–184, Feb. 2012.

[6] T. Chin-Woo, P. Sungsu, L. Hongchao, Q. Xu, and P. Lau, “Prediction
of transit vehicle arrival time for signal priority control: Algorithm and
performance,” IEEE Trans. Intell. Transp. Syst., vol. 9, no. 4, pp. 688–
696, Dec. 2008.

[7] F. W. Cathey and D. J. Dailey, “A prescription for transit arrival/departure
prediction using automatic vehicle location data,” Transp. Res. Part C,
Emerging Technol., vol. 11, no. 3/4, pp. 241–264, 2003.

[8] D. Dailey, S. Maclean, F. Cathey, and Z. R. Wall, “Transit vehicle arrival
prediction: Algorithm and large-scale implementation,” Transp. Res. Rec.,
J. Transp. Res. Board, vol. 1771, pp. 46–51, 2001.

[9] S. I.-J. Chien, Y. Ding, and C. Wei, “Dynamic bus arrival time prediction
with artificial neural networks,” J. Transp. Eng., vol. 128, no. 5, pp. 429–
438, Sep./Oct. 2002.

[10] Q. He, “Robust-intelligent traffic signal control within a vehicle-to-
infrastructure and vehicle-to-vehicle communication environment,” Ph.D.
dissertation, Univ. Arizona, Tucson, AZ, USA, 2010.

[11] J. Stevanovic, A. Stevanovic, P. T. Martin, and T. Bauer, “Stochastic
optimization of traffic control and transit priority settings in VISSIM,”
Transp. Res. Part C, Emerging Technol., vol. 16, no. 3, pp. 332–349,
Jun. 2008.



1666 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 15, NO. 4, AUGUST 2014

[12] Ring Barrier Controller User Manual, PTV America, Portland, Oregon,
Aug. 2010, PTV America, p. 77.

[13] H. R. Smith, B. Hemily, and M. Ivanovic, Transit Signal Priority (TSP):
A Planning and Implementation Handbook. Washington, D.C., USA:
United States Department of Transportation, 2005.

[14] G. B. Dantzig, “Linear programming under uncertainty,” Manag. Sci.,
vol. 1, no. 3/4, pp. 197–206, Apr.–Jul. 1955.

[15] E. M. L. Beale, “On minimizing a convex function subject to linear ineq-
ualities,” J. R. Stat. Soc. Series B (Methodological), pp. 173–184, 1955.

[16] A. S. Kenyon and D. P. Morton, “Stochastic vehicle routing with random
travel times,” Transp. Sci., vol. 37, no. 1, pp. 69–82, Feb. 2003.

[17] A. R. Ferguson and G. B. Dantzig, “The allocation of aircraft to routes—
An example of linear programming under uncertain demand,” Manag.
Sci., vol. 3, no. 1, pp. 45–73, Oct. 1956.

[18] A. Charnes, W. W. Cooper, and G. H. Symonds, “Cost horizons and
certainty equivalents: An approach to stochastic programming of heating
oil,” Manag. Sci. , vol. 4, no. 3, pp. 235–263, Apr. 1958.

[19] J. R. Birge and F. V. Louveaux, Introduction to Stochastic Programming.
New York, NY, USA: Springer-Verlag, 1997.

[20] L. Head, D. Gettman, and Z. Wei, “Decision model for priority control
of traffic signals,” Transp. Res. Rec., J. Transp. Res. Board, vol. 1978,
pp. 169–177, 2006.

[21] NEMA Standards Publication TS 2-2003: Traffic Controller Assemblies
with NTCIP Requirements, 2003.

[22] K. Yin, Y. Zhang, and B. X. Wang, “Analytical models for protected plus
permitted left-turn capacity at signalized intersection with heavy traffic,”
Transp. Res. Rec., J. Transp. Res. Board, vol. 2192, pp. 177–184, 2010.

[23] VISSIM 5.40-09—User Manual, PTV Vision, Portland, Oregon, 2013.
[24] IBM ILOG CPLEX Optimization Studio CPLEX User’s Manual—Version

12 Release 4, IBM Corporation, Armonk, NY, USA, 2011.
[25] SYNCHRO 6 User Guide, Trafficware. Sugar Land, TX, USA, 2004.
[26] L. Ntaimo and S. Sen, “A branch-and-cut algorithm for two-stage stochas-

tic mixed-binary programs with continuous first-stage variables,” Int. J.
Comput. Sci. Eng., vol. 3, no. 3, pp. 232–241, Apr. 2007.

Xiaosi Zeng was born in Guangzhou, China, in 1983.
He received the B.S. degree in transportation en-
gineering in 2006 from South China University of
Technology, Guangzhou, and the M.S. degree in civil
engineering in 2009 from Texas A&M University,
College Station, TX, USA, where he is currently
working toward the Ph.D. degree in civil engineering.

From 2007 to 2013, he was a Research Assistant
with Texas A&M Transportation Institute, College
Station. He is the author of multiple technical re-
ports, journal papers, and conference proceedings.

His research areas of interest include traffic signal control, simulation, intel-
ligent transportation system (ITS), mixed-integer programming, and stochastic
optimization.

Dr. Zeng is a member of the Institute of Transportation Engineers. He was
a recipient of the Texas A&M Transportation Institute Outstanding Doctoral
Student Award of 2013, the Keese–Wootan Transportation Fellowship of 2013,
and the ITS Texas Scholarship in 2010.

Yunlong Zhang received the B.S. degree in civil
engineering and the M.S. degree in highway and traf-
fic engineering from Southeast University of China,
Nanjing, China, in 1984 and 1987, respectively, and
the Ph.D. degree in transportation engineering from
Virginia Polytechnic Institute and State University,
Blacksburg, VA, USA, in 1996.

He is currently an Associate Professor with the
Zachry Department of Civil Engineering, Texas
A&M University, College Station, TX, USA. His
research interests include transportation modeling

and simulation, traffic operations, and computer, and operations research ap-
plications in transportation.

Kevin N. Balke received the B.S., M.S., and Ph.D.
degrees from Texas A&M University, College Sta-
tion, TX, USA, in 1984, 1987, and 1998, respec-
tively, all in civil engineering.

He is currently a Research Engineer with Texas
A&M Transportation Institute, College Station. He
was the Translink Research Center Director from
1999 to 2012, when he managed an annual budget
of 2 million. He authored more than 50 reports and
journal articles. His research interests include intelli-
gent bus priority at traffic signal systems, intelligent

transportation system data management and archiving, and advance traffic
management system software and integration.

Dr. Balke is a member of the Institute of Transportation Engineers and the
Intelligent Transportation Society of America. He was the recipient of the
TTI/Trinity Researcher Award in 2001.

Kai Yin received the B.S. degree in information and
computing science from Beijing Jiaotong University,
Beijing, China, in 2005; the M.S. degree in signal
and information processing from Beijing Normal
University, Beijing, in 2008; and the Ph.D. degree
in transportation engineering from Texas A&M Uni-
versity, College Station, TX, USA, in 2013.

He is currently a post-doctorate researcher with
the Zachry Department of Civil Engineering, Texas
A&M University . His research interests include
connected vehicle, network traffic signal control,

stochastic analysis, and applications of optimization techniques to transporta-
tion systems.

Dr. Yin is a member of the INFORMS and the Institute of Transportation
Engineers. He was the recipient of the 2010 Airport Cooperative Research
Program Graduate Research Award on Public-Sector Aviation Issues Spon-
sored by the Federal Aviation Administration and the U.S. Department of
Transportation.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


